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ABSTRACT 

The economic satisfaction of a nation can reflect citizens' perceptions of 

their government's performance, and machine learning models can help uncover 

non-trivial information from such data. In this context, this article aimed 

to analyze the satisfaction of Latin American citizens with their country's 

economy. To achieve this, six traditional classifier algorithms and four 

ensemble models were used, with a final application of an explainable method 

(SHapley Additive exPlanations, SHAP) to analyze the key factors contributing 

to economic satisfaction. The models were trained and tested on a dataset 

comprising data from the 2020 and 2023 Latinobarómetro surveys, totaling 

27,600 instances in the final set. As a result, it was found that the Random 

Forest was the best individual model, while the stacking ensemble achieved 

the best performance in classifying between “satisfied” and “dissatisfied” 

citizens. The SHAP method revealed that “satisfaction with democracy” and 

“perception of the country's progress” are the main factors influencing 

economic satisfaction. This study offers insights for public managers on how 

to improve their citizens' economic satisfaction.  

Keywords: Economic satisfaction. Machine learning. Explainable Artificial 

Intelligence. Latin America. 

 

RESUMO 

A satisfação econômica de uma nação pode refletir a percepção dos cidadãos 

sobre o desempenho de seus respectivos governos, e modelos de aprendizado de 

máquina podem auxiliar na descoberta de informações não triviais contidas em 

dados desta natureza. Neste sentido, o objetivo deste artigo foi analisar a 

satisfação dos cidadãos latino-americanos sobre a economia do seu país. Para 
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isso, foram utilizados seis algoritmos classificadores tradicionais e mais 

quatro modelos ensemble, com a aplicação final de um método explicativo 

(SHapley Additive exPlanations, SHAP), analisando os principais fatores que 

contribuem para a satisfação econômica. Os modelos foram treinados e testados 

em um conjunto de dados composto pelos anos de 2020 e 2023 da pesquisa do 

Latinobarómetro, totalizando 27.600 instâncias no conjunto final. Como 

resultado, verificou-se que a Floresta Aleatória foi o melhor modelo 

individual, enquanto o stacking ensemble obteve o melhor desempenho para a 

classificação entre “satisfeitos” e “insatisfeitos”. O método SHAP mostrou 

que a “satisfação com a democracia” e a “percepção sobre o progresso do país” 

sãos os principais fatores que influenciam na satisfação econômica. Este 

trabalho oferece caminhos nos quais gestores públicos podem atuar para a 

melhoria da satisfação econômica de seus cidadãos.  

Palavras-chave: Satisfação econômica. Aprendizado de máquina. Inteligência 

Artificial Explicativa. América Latina. 
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1 INTRODUCTION 

 

The advancement in understanding satisfaction involves recognizing the 

"object of satisfaction," as it is asserted that the satisfaction a person 

feels with life as a whole is distinct from specific satisfaction with work, 

marriage, or housing (Veenhoven, 1996). For instance, in the domain of 

consumption, satisfaction can be summarized as the attainment of expected 

quality in the purchase of products or the procurement of services (Martínez-

Navalón et al., 2021). Consumer satisfaction is addressed in various fields 

of knowledge, and regarding total quality, economic globalization, and 

strategic management, the concept permeates the entire organization 

(Bortolotti et al., 2012). 

The analysis of satisfaction has been researched since 1989, beginning 

with a study in Sweden to measure consumer satisfaction using the Swedish 

Customer Satisfaction Barometer (SCSB) (Bortolotti et al., 2012). Data on how 

to measure and understand consumer and citizen satisfaction is highly relevant 

for strategic business and governmental planning, as this metric can guide 

which factors or variables are crucial in changing satisfaction, thereby 

improving people's well-being and institutional efficiency. 

Regarding the general population of a nation, surveys on satisfaction 

with services within a country are key in evaluating a government, revealing 

judgments about the quality of services offered to citizens thus far. However, 

general satisfaction is multifactorial and subjective, making this task more 

complex (Van Ryzin, 2004). Therefore, machine learning (ML) methods can be 

useful in the objective and quantitative analysis of satisfaction data. 

ML algorithms are being widely utilized in various fields to analyze 

satisfaction, including healthcare, products and services, economics, and 

education, among others. For example, authors such as Abdelkader et al. 

(2022), Chamorro-Atalaya et al. (2022), Langan and Harris (2024), and Liang 

and Jia (2023) applied ML in the context of education and teaching. In the 

field of products and services, Zaghloul et al. (2024) applied ML to evaluate 

e-commerce products, Li et al. (2024) and Noviantoro and Huang (2022) studied 

satisfaction in airline companies, and Joolfoo et al. (2022) in the 

telecommunications sector. Also, Polce et al. (2021), Zhang et al. (2021), 

Sabarmathi and Chinnaiyan (2019), and Kowalski (2017) employed ML in 

satisfaction analysis within the healthcare area. 

In Latin America, data from the Latinobarómetro survey evaluates public 

opinion in 18 countries concerning democracy, economy, and society. With this 

publicly available dataset, recent studies by Pecorari and Cuesta (2023) 

applied ML techniques to analyze citizen participation and political trust, 

Rosa et al. (2023) classified democracy in Brazil, and Tauil et al. (2024) 

focused on economic classification, also applying classification algorithms. 

In this context, the present article seeks to analyze the application 

of machine learning techniques to classify data concerning economic 

satisfaction in Latin American countries, including ensemble classifier 

models (bagging, boosting, voting, stacking) and the SHAP technique (SHapley 

Additive exPlanations) to evaluate predictor variables. In addition to the 

use of algorithms, the study also compares different years of questionnaire 

application in Latin America, aiming to identify potential variations in 

economic satisfaction across the continent. 

Following this introductory section, the article comprises four main 

sections. Section 2 outlines concepts related to data mining, machine 

learning, ensemble classifiers, and interpretive models. The third section 

details the research sequence, including the treatment of the datasets used 

and the analysis of base algorithm hyperparameters. The fourth section 

presents the results obtained by the classifiers, offering comparisons and 

interpretations of predictor variables through the SHAP model. Finally, the 

conclusion and suggestions for future research are provided in Section 5. 
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2 DATA MINING AND MACHINE LEARNING 

 

According to Yadav et al. (2022), data mining is essentially the process 

of discovering interesting patterns, models, and other types of knowledge in 

large datasets (Han et al., 2022). Mining is part of the Knowledge Discovery 

in Databases (KDD) process, which initially requires the selection, cleaning, 

and transformation of data, before applying a mining task. On the other hand, 

ML models necessitate the application of an algorithm to learn from the data, 

with the main types being supervised learning, unsupervised learning, and 

reinforcement learning. 

Kalita (2022) notes that the datasets used for supervised learning are 

labeled, meaning each example in the dataset has an associated "outcome" or 

"summary" value that depends on the details of the example. This is added to 

the attributes (or features) used to describe the details of the example. 

Žižka et al. (2019) explain that unsupervised learning does not rely 

on a "teacher"; learners must learn on their own, and the available training 

samples do not have their appropriate class labels. As a result, it is not 

directly possible to reveal what is relevant to each class. Moreover, it is 

not known which (or how many) classes exist for a specific case. Thus, it is 

said that the algorithms seek to "naturally" find patterns among the instances 

based on the available attributes (or variables). 

In reinforcement learning, an agent learns to perform a task within an 

environment. The reinforcement learning agent has a repertoire or set of 

basic actions it can execute, and at any given time, it is assumed to be 

"residing" in a set of states. When the agent reaches the final state, the 

environment, a teacher, or the agent itself provides a reward. Thus, most 

actions are not rewarded, but rewards are given infrequently or "rarely" 

(Kalita, 2022). For this article, the classification task was utilized, as a 

predefined label ("economic satisfaction") was used as a reference for 

training the machine learning algorithm. 

 
2.1 Traditional machine learning models 

 

This article applied several ML algorithms for data classification: 

Decision Trees, Random Forest, XGBoost, Naïve Bayes, Support Vector Machines 

(SVM), Logistic Regression, and a combination of these methods (also known 

as “ensembles”) using strategies such as voting, stacking, bagging, and 

boosting. 

A classifier based on Decision Trees is structured as a tree-like 

algorithm similar to a flowchart, where each internal node (non-leaf node) 

represents a test on an attribute, each branch represents the outcome of the 

test, and each leaf node (or terminal node) contains a class label. The 

highest node in the tree is the root node. The process of learning decision 

trees is performed using class-labeled training tuples (Han et al., 2022). 

Žižka et al. (2019) state that Random Forest employs simultaneous voting 

by multiple expert algorithms during training, with the outcome determined 

by the majority of votes (or by averaging for regression tasks). It randomly 

selects attributes for each split node in each sub-tree, in addition to 

randomly selecting subsets of training samples using the bagging technique 

(Breiman, 2001). 

According to Zou et al. (2022), XGBoost is based on gradient-boosted 

decision trees. It begins by creating several weak learners, primarily 

regression trees, to train these learners. After training, a weighted 

combination is performed to obtain the final regression model. During 

construction, new learners are added based on the residual error from the 

last iteration of the weak learner. 

Inspired by Bayes' theorem and the calculation of conditional 

probabilities, the method estimates the label of a new record based on 

probability distributions previously calculated using labeled data (Da Silva 

et al., 2023). It receives labeled training data denoted by training and 
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label, and produces a structured output labeled to receive test data (Brunton 

& Kutz, 2019). 

According to Han et al. (2022), Support Vector Machines (SVMs) are a 

method for classifying linear and nonlinear data. A nonlinear mapping is 

applied to transform the original training data into a higher-dimensional 

space, where the algorithm seeks the optimal linear separating hyperplane 

(i.e., a "decision boundary" that separates tuples from one class from 

another). With an appropriate nonlinear mapping to a sufficiently high-

dimensional space, the data from two classes can always be separated by a 

hyperplane. Thus, the SVM finds this hyperplane using support vectors, which 

are the "essential" training tuples, and margins (defined by the support 

vectors). 

Yadav et al. (2022) explain that Logistic Regression (LR) is used to 

predict the probability of a target or dependent variable that is dichotomous 

in nature, meaning there are only two possible classes (either 0 or 1). The 

method performs mathematical modeling to predict the probability of an event 

occurring, based on the analysis of the relationship between the available 

variables (Ariza & Santos, 2023). 

 

2.2 Ensemble methods 

 

Han et al. (2022) mention that an ensemble learning model combines a 

series of base classifiers (learning models) to create a composite and 

enhanced classification model. This method returns a class prediction based 

on the votes of the base classifiers. There are different types of ensemble 

classifiers, including bagging, boosting, voting, and stacking. 

For the bagging strategy, the term "bagging" stands for "bootstrap 

aggregating", where each training set is a sample with replacement, and the 

aggregated classifier counts the votes and assigns the class with the majority 

of votes to a new instance (Jafarzadeh et al., 2021). This model can also be 

applied to predict continuous values by calculating the average value of each 

prediction for a given test tuple. 

A boosting classifier is designed to produce a prediction rule by 

combining flexible classifiers in sequence, generating a more powerful 

classifier based on the adjusted weights of previous classifiers' performance 

(Naem et al., 2018). The first classifier is trained with the training 

instances, and those incorrectly classified have a higher probability of 

being selected for the second classifier, continuing until a stopping 

criterion is met (Kadkhodaei et al., 2020). 

Commonly used, the voting model is a process in which multiple learning 

techniques are applied, or the same technique is used multiple times to create 

the base classifiers, where each of these bases is trained with distinct 

data. This process makes classification predictions, where the highest vote 

or score assigned to a prediction is accepted (Géron, 2019; Tauil et al., 

2024). 

The ensemble stacking learning method consists of two phases: base 

classifier and meta-classifier (Nipa et al., 2024). At the base classifier 

level, the training set is used to train models and make predictions. In 

contrast, in the meta-classifier, the metadata is used for training, while 

the output of the base classifier is mapped to the actual classification 

label (Jiang et al., 2019). 

 

2.3 Explainable model 

 

Dandolo et al. (2023) cite that ML models have limitations in explaining 

their internal functioning, often referred to as "black box" models. 

Consequently, there is a lack of understanding regarding which information 

the algorithm utilized to comprehend the relationship between input and output 

variables. To overcome these limitations, the field of Explainable Artificial 

Intelligence (XAI) has emerged as a type of AI that allows ML models to 

provide explanations focused on "why" the system reached a particular 
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decision, exploring its logical paradigms (Vishwarupe et al., 2022). In this 

context, SHapley Additive exPlanations (SHAP) can reveal relevant information 

about the relative influence of input variables on the analyzed classes (Zheng 

et al., 2023). 

This model generates SHAP values that indicate the contribution of each 

attribute in a specific sample, and the predictive model returns a projected 

output for each separate sample (Amin et al., 2023). It leverages game theory 

to explore the reasons behind the formation of the machine learning model in 

a particular way, thereby providing a better understanding of the model (Lan 

et al., 2024). 

 

3. MATERIALS AND METHODS 

 

The data used in this study were obtained from surveys conducted in 

2020 and 2023 by the Latinobarómetro Corporation, with both datasets 

undergoing preprocessing and splitting into training and testing sets. 

Variables were empirically selected based on their relevance to the problem, 

ensuring their mutual presence in each dataset. Consequently, 19 attributes 

were selected from each year's dataset, with minimal differences between the 

years, such as accentuation of specific names and classifications, which were 

subsequently unified during preprocessing. The most significant challenge 

identified was that one variable related to the respondent's country of origin 

lacked information for one of the 18 countries present in the 2020 data. 

Therefore, it was necessary to exclude this country to maintain consistency 

in the results of future analyses, thus aligning the variables passed to the 

algorithms. 

The selected output variable was the respondent's assessment of their 

"general satisfaction with the economy" in their country, with all six 

different response options present. To transform the problem into a binary 

classification, the classes were grouped as 0 or 1 according to their 

correspondence, with 0 representing the "dissatisfied" group and 1 

representing the "satisfied" group. The transformation of the classes is 

presented in Table 1. 

 

Table 1  

Treatment of responses for the class variable 

Classes from the original output New output 

Very satisfied 

Satisfied (1) 

Somewhat satisfied 

Somewhat dissatisfied 

Insatisfied (0) 

Very dissatisfied 

Don’t know 

No cases (excluded) 

No response 

 

To handle missing data, no imputation methods were used, therefore, 

instances with incomplete data were removed from both datasets. This strategy 

was chosen to maintain greater reliability in the model training phase, while 

still retaining a substantial amount of information even after excluding the 

missing data. Additionally, attributes related to gender, country, race, and 

religion were binarized, and the data were subsequently standardized and 
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normalized. The data processing and cleaning resulted in a final dataset 

consisting of 27,600 instances and 57 columns, with 14,032 instances for 

training and 13,568 for testing. 

Subsequently, during the algorithm application, the preprocessed 2020 

dataset was first used as the training data, while the 2023 instances were 

used to test the models' effectiveness. This approach allowed for the 

assessment of compatibility between the datasets from different years, 

ensuring that evaluating both years with the algorithm would not affect the 

results, as the questions asked of the respondents remained the same over a 

short period. After this step, the class balancing for the training set 

reached 11,760 “dissatisfied” (83.81%) and 2,272 “satisfied” (16.19%).   

For the classification task, the methods Random Forest (RF), Logistic 

Regression (REG), Bernoulli Naïve Bayes (BNB), Support Vector Machine (SVM), 

XGBoost (XGB), and Neural Networks (Neural) were used. To enhance these 

classifiers, the Grid Search method was employed for hyperparameter tuning 

within a 5-fold cross-validation and using accuracy as the reference metric. 

Table 2 summarizes the best hyperparameters after tuning. 

 

Table 2  

The best parameters for each model after the Grid Search 

Algorithm Chosen hyperparameters 

RF 
(n_estimators=100, max_depth=20, min_samples_split=10, 

min_samples_leaf=1, max_features='sqrt') 

REG (penalty='l2', C=0.001, solver='liblinear') 

BNB (alpha=1.0, binarize=1.0, fit_prior=True) 

SVM 
(C=1, kernel='rbf', gamma='scale', max_iter=1000, 

probability=True) 

XGB 
(colsample_bytree=1.0, gamma=0.2, learning_rate=0.1, 

max_depth=3, n_estimators=100) 

Neural 
(hidden_layer_sizes=(128, ), activations='sigmoid', 

optimizer='rmsprop') 

 

After training each traditional ML algorithm, ensemble methods were 

adopted among the classifiers using the dataset that demonstrated the best 

accuracy. This efficiency was evaluated based on the metrics of accuracy, 

precision, recall, and f1-score. Figure 1 presents the overall flowchart of 

the entire data processing and model evaluation, implemented in Python 

programming language and its libraries. 
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Figure 1  

Research workflow 

 
 

Finally, after evaluating the performance of the classifiers and 

ensemble methods with the aid of graphs, the SHAP library was applied to the 

algorithms that demonstrated the highest quality. For this step, the Kernel 

Explainer function from the SHAP library, with the algorithm being trained 

on the 2020 dataset and tested on the 2023 dataset, following the same method 

as the classifiers. 

In the end, this technique provides a means to understand the decision-

making method of the classifier, elucidating the key factors of the highest-

performing black-box model. This enabled the testing and formulation of 

hypotheses regarding the categories that most significantly influence public 

satisfaction or dissatisfaction with the functioning of a country’s economy, 

cross-referencing these results with articles found in the literature. 

 

4 RESULTS AND DISCUSSION 

 

The results obtained after applying the described methods were divided 

based on the different types of criteria analyzed: (1) classifier algorithm 

and (2) ensemble methods. Additionally, preference was given to presenting 

only the results after applying the Grid Search method with all models already 

tuned to the hyperparameters that maximized accuracy. Visualizations were 

provided for better interpretations. 

Initially, using the prepared dataset as described in the previous 

section, all resulting instances were employed in the classifier algorithms. 

To effectively demonstrate the results achieved, all algorithms were tested 

with the same input data, with the accuracy output revealing the best results, 

which are analyzed in this section. 
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4.1 Performance of the classifiers 

 

Firstly, Figure 2 illustrates the performance of the classifiers 

without any ensemble method applied, with the algorithm following the 

parameters and inputs previously described. Thus, the heatmap information 

reflects the metrics used to measure the accuracy of each algorithm, with 

darker colors representing better results, or closer to the value of 1, and 

lighter colors indicating poorer classifiers, with metrics closer to a null 

value. 

 

Figure 2  

Classification results for individual algorithms 

 
  
There was a general difficulty among the algorithms in evaluating 

instances representing people “satisfied” with the economy. All metrics for 

the "satisfied" block showed lower values compared to the other block. This 

result can be explained by the imbalance in the training dataset, where 

instances of dissatisfied people were more prevalent than their counterparts. 

The Random Forest classifier had the best result in general, with a high f1-

score for the “dissatisfied” class, and 0.5 f1-score for “satisfied”. 

Despite this, it is notable that among the instances, Logistic 

Regression presented the best evaluation metrics for satisfied people, being 

considered, for this research, the best classifier among the others. This 

result stems from its better balance between instances, represented by its 

high precision rate for the satisfied class while maintaining a higher f1-

score and recall compared to the other classifiers. 

On the other hand, the XGBoost method obtained the worst results, 

clearly affected by the imbalance in the input instances, resulting in nearly 

null f1-score and recall figures for the minority class. 

 

4.2 Performance ensemble methods 

 

From all the classifiers previously used, while maintaining the same 

data input, the methods bagging, boosting, stacking, and voting (both in 

their hard and soft forms for this last) were applied in search of an 

improvement in overall accuracy, especially in the minority target variable. 

This type of model has considerable potential for forming an algorithm with 

greater effectiveness in achieving better results (Ogutu et al., 2022; Sagi 

& Rokach, 2018). Therefore, the average performance of the models is 

represented in Figure 3. 
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Figure 3  

Results for the ensemble algorithms 

 
 
Evaluating the average results of the ensemble algorithms in Figure 3, 

it is observed that the models continued to perform better for the more 

favored class. For the "Satisfied" class, the method that best managed to 

balance the predictions was Stacking, with an f1-score of 56%. Regarding 

accuracies, although the stacking method did not have the highest value for 

the “dissatisfied” class, it demonstrated the best balance and is therefore 

classified by this research as the method with the best overall results. It 

is important to note that the results for “None” are related to the simple 

average of the individual classifiers as shown in Figure 2. 

 

4.3 Feature analysis through explainable model 

 
Even after identifying a classifier algorithm with the best performance 

in the study, the decision-making process indicating which factors most 

influenced the determination of whether an individual was satisfied or 

dissatisfied with the economic situation remained unclear. To clarify the 

prediction method used by the algorithm, the SHAP method was applied, as it 

is specifically designed to better visualize the decision-making process of 

black-box models like some of those used in this research. Given that, the 

stacking ensemble achieved the best results, so SHAP was applied solely to 

this method to investigate the decision factors. 

The application of SHAP, following the parameters and procedures 

outlined in the previous section, resulted in the graph presented in Figure 

4. This figure displays the names of the features that most significantly 

influenced the stacking method's decision-making process, along with the 

values classified as influential for determining satisfaction or 

dissatisfaction. Since not all instances exerted a strong influence on the 

decision-making process of this model, many of them resulted in SHAP graphs 

without a defined SHAP value trend according to the variable's value. These 

were therefore excluded from Figure 4, which includes only the six most 

important variables. 
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Figure 4  

SHAP results obtained from the staking ensemble 

 
 

First, is noteworthy that much of the evaluation regarding economic 

performance is related to the perception of other relevant aspects of human 

life. According to the SHAP analysis, “satisfaction with democracy” is the 

most significant factor, with individuals more content with their country's 

democracy tending to also assess the economy more positively. This finding 

aligns with the historical context of the continent, where maintaining 

democracy in a nation is highly correlated with its economic situation 

(Bozzetto & Amador, 2022). 

Following democracy, the assessment of the country's progress stands 

out, where individuals who perceive their country as more prosperous tend to 

evaluate the economy more favorably. Generally, the evaluation of this 

progress is multifactorial, with studies confirming that indicators such as 

innovation (Zhylinska et al., 2019), research and development (Khan, 2015), 

and education (Bah, 2023) are directly related to economic growth, which is 

closely linked to a country's progress. 

The third most important characteristic according to the SHAP analysis 

is a specific result tied to just one nation. The graph in Figure 4 shows 

that Panamanian respondents are more likely to positively evaluate their 

country's economy, indicating that Panamanian citizens were more satisfied 

with their economy than those in other Latin American countries. Although 

there are no direct studies on this relationship, the Inter-American 

Development Bank (IDB, 2008) has reported on the satisfaction ranking of 

Panamanian citizens regarding life, which is also an important variable for 

predicting economic satisfaction. 

The fourth and sixth factors, respectively, are satisfaction with life 

and perception of personal financial improvement, highlighting a close 

relationship between personal life quality factors and national economic 

performance. A related study by Cahill et al. (2015) found that a worsening 

economic situation, leading to increased perceived risk of unemployment, 

causes greater job dissatisfaction, impacting personal financial progression. 

Satisfaction with life in other regions of the world is positively related 

to several factors that influence the economy, such as income and wealth 

(D’Ambrosio et al., 2009), economic freedom (Graafland & Compen, 2012), and 

Gross Domestic Product (VeČerník & Mysíková, 2015). 

The fifth characteristic identified by SHAP as important for the 

stacking model is the acceptance of authoritarian initiatives by the state 

if they solve societal problems. Individuals more favorable to this type of 

governance demonstrated a greater likelihood of being economically satisfied. 

Although this finding contrasts with the most significant factor (democracy), 

it was not considered as confident as the other alternatives. The graph shows 

a large overlap of positive and negative values for both classes of the 

interest variable. Nevertheless, it suggests that the perception that an 

authoritarian regime can solve societal problems remains strong in some Latin 
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American countries due to the historical instability of democratic regimes 

in the region. 

As seen from their absence in both models, other characteristics of the 

respondents, such as gender, age, religion, and race, did not significantly 

influence economic satisfaction according to the SHAP investigation. These 

absences may indicate that, despite the clear cultural differences among 

individuals from various Latin American countries, economic satisfaction is 

defined by universal factors that transcend community barriers. This 

conclusion is relevant as it suggests that populations understand progress 

similarly, and sovereign states should follow a similar path to better serve 

their citizens with a more advanced economy. 

Finally, it was found that the stacking ensemble model achieved the 

best results among the models analyzed, especially when compared to the 

prediction made by individual classifiers. This conclusion was based not only 

on the overall accuracy, which was lower than the other models but rather on 

the better balance between the classes of the variable of interest, thereby 

providing results more aligned with reality in assessing individuals 

satisfied and dissatisfied with their country's economic situation. This 

factor is crucial because, with only high accuracy, a model might favor 

instances of economic dissatisfaction simply because they are the majority 

of recorded cases on the continent. 

Thus, the stacking model effectively combined classifiers with low 

accuracy for the minority variable, creating a new algorithm that better 

identified the actual satisfaction of individuals. On the other hand, the 

other ensemble models did not achieve satisfactory results, possibly due to 

data-related issues and the difficulty of predicting economic satisfaction 

when the proportion of outcomes for the variable of interest indicates a 

significant rarity of such individuals in the surveyed population. 

 

5 CONCLUSION 

 

Based on the results achieved by the interpretation model, this study 

identified several key points relevant to the study of public perception of 

the economy. The strong association found between the evaluation of democracy 

and economic satisfaction is well-supported by existing literature, 

confirming the study’s success in reinforcing these findings, particularly 

in Latin America. 

Furthermore, a significant distinction was observed between traditional 

classifiers and ensemble methods. Among the individual classifiers, Random 

Forest showed superior performance, providing high accuracy for the 

“satisfied” class with fewer samples, along with better balance among 

precision, and recall metrics. This result is particularly relevant for future 

research involving classifiers for similar variables. 

Regarding ensemble methods, the stacking model achieved the best 

results, surpassing the Random Forest classifier in general. The observed 

outcome might be specific to the dataset and variables analyzed, or due to 

characteristics of the chosen classifiers. Further studies on the efficiency 

of these algorithms are recommended to clarify these aspects. It is important 

to include data from past years, seeking to have a higher training set, 

especially for the “satisfied” class. 

In conclusion, this work met its objectives by comparing classifiers 

and addressing issues related to public satisfaction with the economy in 

Latin America. Its contributions are valuable for academics, professionals, 

policymakers, and others interested in public economic perception studies, 

providing a substantial resource for the field of computational intelligence. 
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